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ABSTRACT

Poverty is one of the most challenging problems faced by developing countries like Indonesia. Poverty
is influenced by various factors such as the economy, education, population, and several other factors.
In this study, factors that affect the poverty rate in West Kalimantan are identified using the Principal
Component Analysis method. To identify existing factors and determine the causes of poverty in West
Kalimantan, it is necessary to compact the data without changing the significance of the data. The
factors used are education and economic factors consisting of thirteen variables that are thought to
affect poverty. Based on the Principal Component Analysis method of thirteen variables, eight reduced
variables were obtained that can be used to identify poverty. From the eight variables used, three main
components were formed that affect the poverty rate in West Kalimantan with a total variance value of
85.417% and a correlation value of more than 0.5 for each component. This shows that the poverty
rate in West Kalimantan can be identified with the main components formed to explain the factors used.

Keywords: poverty, PCA, factor, West Kalimantan

INTRODUCTION

The poverty rate in developing countries is a complicated problem to solve even though several
developing countries have succeeded in implementing development in terms of production and national
income. The poverty condition of a country or region is a reflection of the level of welfare of the
population living in that country or region. If the welfare of the population is lacking, it will have an
impact on various things in terms of the economy, education, and health which are factors of poverty.
According to Anisa (2022) in his research, he stated that poverty is still an unresolved problem in all
provinces in Indonesia, including West Kalimantan Province. Poverty in West Kalimantan Province
ranks second with the highest percentage of poor people in Kalimantan after North Kalimantan
Province.

According to Pasaribu et al (2021) in their research, the Central Bureau of Statistics (BPS) in
Indonesia uses criteria to assess poverty. BPS classifies poor people with monthly per capita income or
expenditure below the poverty line. This research will use data on the percentage of poor people in West
Kalimantan in 2022. The data obtained from the BPS Kalimantan Barat (2023) website can be seen in
Figure 1.
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Figure 1. Poverty Percentage in 2022 in West Kalimantan

According to estimates by the Central Bureau of Statistics, the poverty rate in West Kalimantan
in 2022 was 6.63% with a total population experiencing poverty of 350,250 people. In this case, it can
be seen in Figure 1 that there are districts with the highest percentage value of poverty, namely Malawi
Regency at 11.44%, and districts with the lowest poverty rate, namely the Kubu Raya Regency with a
percentage of 4.12%. This study examines the variables that are suspected of causing poverty in West
Kalimantan based on the variation in poverty rates in each district and city.

From the data in Figure 1, the factors influencing poverty in West Kalimantan were analyzed
using the Principal Component Analysis (PCA) method. This method is used to identify the factors that
influence poverty in West Kalimantan. Through this method, the variables that are thought to affect
poverty will be reduced to a minimum without losing the information contained in the original data.

Based on the research of van Delsen et al (2017) to identify the factors thought to influence price
increases in Ambon City using principal component analysis or PCA, this forms one main component
of the ten variables used. The main components are obtained from 7 reduced result variables. The
variables that make up the main components are variables X,(prepared food, drinks, cigarettes,
tobacco), X3(housing, water, gas, electricity, fuel), X,(clothing), Xs(health), X¢(education, recreation,
sports), Xg(exchange rates) and X;,(imports), namely economic needs factors that affect inflation in
Ambon City with a total variance of 77.788%.

METHODOLOGY
Data and Data Sources

In this study, the data used is secondary data sourced from the website of the West Kalimantan
Province Central Statistics Agency. There are two categories of factors for the data to be used. The first
factor is education and the second factor is the economy. These factors are data contained in the West
Kalimantan BPS website. These two factors will be broken down into several variables that are thought
to affect poverty, such as SD/MI/Package A Net Participation Rate, SMP/MTs/Package B Net
Participation Rate, SMA/SMK/MA/Package C Net Participation Rate, Gross Participation Rate
SD/MI/Package A, MP/MTs/Package B gross participation rates, SMA/SMK/MA/Package C gross
participation rates, SD/MI/Package A school participation rates, SMP/MTs/Package B school
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participation rates, SMA/SMK/MA/Package C School Participation, Years of School Expectation,
Labor Force Participation Rate, Open Unemployment Rate, Average Years of Schooling.

In the education factor, there is a Net Participation Rate (APM) variable, which is the number of
people who attend school at the school level according to their age and is expressed as a percentage. In
addition to the APM, there is also a Gross Participation Rate (APK) variable, which is the number of
people who attend school at a particular school level but does not depend on their age and is expressed
as a percentage. Meanwhile, the School Participation Rate variable is a comparison between APM and
APS which is also expressed in percentage. The higher the percentage of APS in an area, the more
people are attending school in that area. In research by Hikma et al (2019), educational participation
variables such as APM, APK, and APS affect the poverty rate in Central Java with an effect of 78.4%.
Therefore, the APM, APK, and APS variables are used in this study to identify educational factors that
affect poverty rates in West Kalimantan. In addition to the participation rate in education, there are also
variables of Expected Years of Schooling and Average Years of Schooling which are data from the
human development index that are thought to affect the poverty rate. According to To'oki et al (2023)
their research stated that simultaneously the variables of Average Years of Schooling and Expected
Years of Schooling had a significant effect on poverty in Central Sulawesi Province in 2015-2019, so
these variables were also used in this study.

In the economic factor, there is a variable of Labor Force Participation Rate (TPAK) which is the
percentage of the labor force to the number population in a region. Meanwhile, the Open Unemployment
Rate (TPT) variable is the percentage of the number of unemployment people to the number of the labor
force. In the research of Tio et al (2021), the Labor Force Participation Rate and the Open
Unemployment Rate together have a significant influence on the poverty rate in Riau Province. Based
on this research, the TPAK and TPT variables are used to identify the poverty rate in terms of economic
factors.

The variables used are variables that are thought to affect poverty. For variables from the
education factor using APM, APK, and APS data because these variables are thought to be related to
each other in determining the factors that affect poverty using the PCA method. The data used in this
study is 2022 data because of the relationship between variables and the PCA method that will be used.

Data Analysis Method

The method used in this research is the Principal Component Analysis method. The method,
which is often abbreviated as PCA, according to Halida (2020) in her research explains that Principal
Component Analysis is a statistical technique for changing most of the original variables used. The
original variables that are correlated with each other are reduced to a new set of variables that are smaller
and mutually independent. Principal Component Analysis (PCA) helps reduce data, making it easier to
interpret the data. The use of the PCA method will reduce the original variables into n new variables
that produce the same information using the original variables. The reduced variables are called
principal components or can also be called factors (Firdaus & Sonhaji, 2022). The use of the PCA
method in this research is supported by IBM SPSS Statistics 25 software in its completion. This method
is used to reduce the variables that have been selected as factors that are thought to influence the poverty
rate in West Kalimantan.

The following is the test used to analyze the variables using the Principal Component Analysis
method.

a. KMO and Bartlett’s Test
Kaiser-Meyer-Olkin (KMO) is used to find the distance comparison index between the
correlation coefficient and its partial correlation coefficient. If KMO is between 0.5 then factor
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analysis can be used. However, if the KMO value is less than 0.5 then factor analysis is not feasible.
The formula for calculating the Kaiser-Meyer-Olkin (KMO) statistic that evaluates sample size is as
follows.

YixjTh

KMO = N
YXixj1h + X i) af;

= 1’2”p!] = 1’2’ Y

where:
r;; : simple correlation coefficient between variable i and j

a;; : partial correlation coefficient between variable i and j

If the partial correlation coefficient is smaller than the correlation coefficient, the KMO value
will be close to one. If the KMO value is smaller, the correlation between variables cannot be
explained by the PCA method, so factor analysis should not be used.

The Bartlet Test is conducted to determine whether variables are correlated. If most of the
variables' correlation coefficients are less than then this method can be used.

Barlett Test hypothesis:

H, : the correlation matrix is the identity matrix
H, : correlation matrix, not identity matrix

Test statistics:

(2p +5)
Xps = = |(N = 1) === InlR|
where:
N : number of observations
p  :number of variables
|R| : determinant of the correlation matrix

Decision:

H, : accepted if x2,s < xZ,p-1)
2

H, : rejected if x2,4 = x2 -1
2
To determine whether the variables in the sample are correlated, can be determined by using

the Barlett Test. (van Delsen et al., 2017). Meanwhile, to determine the feasibility of the data used
by using factor analysis, it can be determined by the KMO value.
b. The measure of Sampling Adequacy (MSA)

The results of MSA are used to evaluate the adequacy of the selected variables. If the MSA
value is low, it is necessary to remove the variable so that the analysis can continue. The MSA value
provisions range from to with the following criteria.

1. MSA value = 1 means that the variable can be predicted without error by other variables.
2. MSA value > 0.5 means that variables can still be predicted and analyzed further.
3. MSA value < 0.5 means that the variable cannot be predicted and cannot be analyzed further
and the variable must be excluded.
c. Communalities

In the commonalities output, several variables are used to explain whether the variable can
explain the factor or not. Variables are considered capable of explaining factors if the Extraction
value is more than 0.50.

d. Total Variance Explained

In the output of total variance explained, the variables used are variables that have an

eigenvalue of more than one. Variables that have a value of more than 1 will be declared as factor
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variances that can explain the variability of the number of variables specified. The following formula
is used to calculate the factor variance.

) total extraction sums of squared loadings
Factor Variance = x 100%
n

e. Scree Plot
Scree Plot is also used to see the factors formed as well as in the total variance explained
output. The component value can be used if it has an eigenvalue of more than one.
f. Component Matrix
The component matrix output table explains the distribution of correlation values of the initial
variables with the variables formed.
g. Rotated Component Matrix
A rotated Component Matrix is a rotation that is carried out to clarify the distribution of
previous variables in the output component matrix. At the output of the Rotated Component Matrix,
the limiting number is determined, namely 0.55. A variable cannot be part of one of the components
if its value is less than 0.55. The correlation value indicates that the variable is included in the
existing factor.
h. Component Transformation Matrix
The output component transformation matrix explains that factors that are suitable for use as
a summary of the analyzed variables must have a correlation value greater than 0.5.

In determining the number of main components in the Principal Component Analysis method, it
is usually done by fulfilling three criteria in observing the output of SPSS. The first criterion is to
observe the eigenvalue greater than one. Determination of factors based on eigenvalues greater than
one indicates the magnitude of the factor to the variance of all original variables. The second criterion
is to see the value of variance that can be explained by more than 80%. While the third criterion is to
observe the graph on the scree plot, which has more than one value (van Delsen et al, 2017).

RESULTS AND DISCUSSION

Analysis using PCA methodology is carried out if there is a correlation or relationship between
the variables. The purpose of principal component analysis (PCA) is to reduce the number of variables
into several new variables that do not correlate with variables (correlation = 0) and the number of
variables is less than the number of initial variables (Hendro et al., 2012). The purpose of this research
is to identify the factors that influence the poverty rate in West Kalimantan. The factors used consisted
of education and economic factors. The two factors are divided into thirteen variables, as in Table 1.

Table 1. Variables in the Study

X, : Net Participation Rates of SD/MI/Paket A

X, : Net Participation Rates of SMP/MTs/Paket B

X; : Net Participation Rates of SMA/SMK/MA/Paket C

X, . Gross Participation Rates of SD/MI/Paket A

Xs : Gross Participation Rates of SMP/MTs/Paket B

X¢ . Gross Participation Rates of SMA/SMK/MA/Paket C

X, : School Participation Rates of SD/MI/Paket A

Xg : School Participation Rates of SMP/MTs/Paket B

Xy, . School Participation Rates of SMA/SMK/MA/Paket
C

X0 . [Expected Years of Schooling

X;; : Mean Years School

X,, : Labor Force Participation Rate

X,3 : Open Unemployment Rate
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Variable affecting the poverty rate in West Kalimantan
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Figure 2. Data Affecting the poverty rate in West Kalimantan in 2022

From the data in 2022, thirteen variables are thought to affect the poverty rate in West Kalimantan
so this research will be tested using the Principal Component Analysis method. The data interpretation
of the Principal Component Analysis method using SPSS software is as follows.

Table 2. KMO and Bartlett's Test Output

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 561
Bartlett's Test of Sphericity ~ Approx. Chi-Square 155.369
df 78
Sig. .000

Table 2 shows the Bartlett's Test of Sphericity result of 155.369, with a significance level of
0.000. Meanwhile, the Kaiser-Meyer-Olkin Measure of Sampling Adequacy value is 0.561. Because
the KMO value is more than 0.5, the analysis can continue. Then the variables will be analyzed to
determine which variables can be processed further and which variables must be excluded using the
measurements in the MSA output in Table 3.

Table 3. Measure of Sampling Adequacy (MSA) Output

Xy X, X;3 X, X X, X Xg Xo X0 Xi1 Xio Xz
X1 .164* -909 .760 -.890 .476 -.414 -019 .616 -690 .572 .037 .545 -.817
X -909 .244* -879 .800 -.613 .342 239 -560 .856 -524 .035 -.641 .652
X3 760 -.879 .324* -742 366 -493 -429 599 -929 621 -293 519 -551
X4 -890 .800 -.742 .286° -.096 .611 .201 -480 .540 -761 .369 -521 .669
Xs 476 -613 366 -.096 .539% .371 .047 .269 -.614 -231 .656 .406 -.316
Xe -414 342 -493 611 .371 .269* -060 -581 .234 -917 .652 -301 .540
X7 -019 239 -429 .201 .047 -060 .248 .245 395 -113 .482 -104 -.318
Xg 616 -560 .599 -480 .269 -581 .245 .418* -566 .488 .044 452 -723
Xo 690 .856 -.929 .540 -614 234 395 -566 .387% -391 .023 -503 .485
X0 572 -524 621 -761 -231 -917 -113 .488 -391 .448* -668 .359 -.610
X1 037 .035 -293 .369 .656 .652 .482 .044 023 -.668 .479* -123 -.129

X12 545 -641 519 -521 .406 -301 -104 .452 -503 .359 -.123 .472* -218
X153 -817 652 -551 .669 -316 .540 -.318 -723 .485 -610 -.129 -218 .426°

uonea1I0) abewl-nuy
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The MSA value in Table 3 is shown in the Anti Image Correlation row with the "a" sign. Because
the variable that has a value of less than 0.5 is more than one, the variable that has the smallest MSA
value, namely variable X;, will be removed and retested without that variable. After retesting, some
variables have an MSA value of less than 0.5 so the test is retested four times by removing the variables
one by one. The variables excluded in order are X, with an MSA value of 0.130, then X, with an MSA
value of 0.246, then X, with an MSA value of 0.288, then X, with an MSA value of 0.428. After
retesting five times, the remaining variables have met the MSA requirements shown in Table 4, so that
the analysis can continue.

Table 4. MSA Output After Retesting

X3 Xs Xg Xo  Xio X1 Xip X3

Anti-image Covariance X3 122 -.058 .072 -.105 -.028 -.019 -.030 -.006
Xs -.058 514 -039 .009 .009 .061 .159 .021

Xg .072 -.039 .337 -.077 -114 .111 .066 -.008

Xo -105 .009 -.077 .120 -.004 .018 .007 .007

X, -028 .009 -114 -.004 .190 -.120 -.038 -.071

X,  -019 061 .111 .018 -.120 .391 -.015 -.081

X, -030 .159 .066 .007 -.038 -.015 .260 .139

X3 -.006 .021 -.008 .007 -.071 -.081 .139 .186

Anti-image Correlation X .648* -233 .357 -.866 -.187 -.086 -.170 -.038
X5 -.233 .821* -094 .037 .029 .136 .435 .067

Xg 357 -.094 .739* -385 -450 .307 .222 -.033

X -866 .037 -.385 .697% -.026 .085 .042 .044

X -187 .029 -450 -.026 .812% -.442 -172 -.380

X1 -086 .136 .307 .085 -.442 .756% -.046 -.300

Xy, -170 435 222 .042 -.172 -.046 .704* .635

X3 -.038 .067 -033 .044 -380 -300 .635 .7912

Based on Table 4, shows that the eight variables tested, namely X3, X5, Xg, Xo, X10,X11,X12,and
X13, have met the MSA requirements. This variable is a reduced variable that will become the main
component. The retest conducted to fulfill the MSA requirements also changed the KMO and Barlett
Test values described in Table 5.

Table 5. KMO and Bartlett's Test Output After Retesting

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 743
Bartlett's Test of Sphericity ~ Approx. Chi-Square 64.696
df 28
Sig. .000

After retesting, the Kaiser-Meyer-Olkin Measure of Sampling Adequacy value is 0.743, and the
Barlett Test value is 64.696 with a significance value of 0.000. Factor analysis in this study can be
continued because the KMO value and Barlett Test significance have met the requirements.
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Table 1. Output Communalities
X3 Xs Xg Xy X10 X11 X1z X3
Initial 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000
Extraction 946  .747 681 939 869 .878 .878  .895

Based on Table 6, each variable's initial value in the communalities output is 1. Meanwhile, the
extraction value shows how much the formed factor can explain the variance of a variable. The lowest
commonalities value is for variable Xg, which is 0.681, indicating that the School Participation Rate
SMP/MTs/Paket B variable can only explain 68.1% of the variance of the factors formed. Meanwhile,
the highest communalities value is for variable X3, which is 0.946, indicating that the Net Participation
Rate variable of SMA/SMK/MA/Paket C can explain 94.6% of the variance of the factors formed.
Likewise, the variables Xz, Xo, X10, X711, X12, and X;3 can be explained by the factors formed. The
greater the commonalities value, the greater the relationship between variables and the factors formed.

Table 7. Total Variance Explained Output

Extraction Sums of Squared Rotation Sums of Squared
Initial Eigenvalues Loadings Loadings
% of  Cumulative % of  Cumulative % of  Cumulative
Total Variance % Total Variance % Total Variance %

3.930 56.138 56.138 3.930 56.138 56.138 3.490  49.855 49.855
1.695 24.207 80.346 1.695  24.207 80.346 2.134 30.491 80.346
571 8.152 88.498
.509 7.277 95.775
181 2.591 98.366
.081 1.164 99.530
.033 470 100.000

~N o O~ W N IUBUOdUJOO

The first criterion in determining the number of principal components is to observe eigenvalues
greater than one. Determination of factors based on eigenvalues greater than one indicates the
magnitude of the factor to the variance of all original variables. To determine the main component, only
look at variables with more than one value. If the variant value is less than one then the value cannot be
used as the main component. From Table 7, three components have an eigenvalue of more than one,
which means that the first criterion in determining the number of main components in the Principal
Component Analysis method has been met. Of the eight variables, each variable has a variance of one
so the total variance is 8 x 1 = 8. Then the variables are summarized into three factors, each of which
is detailed in Table 8.

Table 8. Factor Variance

Factor 1 Variance Factor 2 Variance Factor 3 Variance Total
55.505% 16.653% 13.529% 85.417%

The total variance of the two factors in Table 8 is 85.417%. The total variance will explain
85.417% of the eight existing variables. Because the total variance has a value of more than 80%, the
second way of determining the number of primary components has also been fulfilled. Based on Table
8, three factors can be formed as the number of main components because the eigenvalue is more than
one and the total variance is more than 80%. Table 8 shows three factors generated as the number of
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main components. This is also evident in the Scree Plot to fulfill the third requirement. In Figure 3, it
can be seen that the number of points is more than one to indicate the number of factors that will be
formed.

Scree Plot

=

Eigenvalue

T T T T T T T T
1 2 3 4 5 3 T 8

Component Number
Figure 3. Scree Plot Output

Based on Figure 3, three component points have an eigenvalue of more than one, which can
indicate From the three criteria in determining the number of main components, there are three
components formed to identify the poverty rate in West Kalimantan.

Table 2. Component Matrix Output

Component
1 2 3
X3 716 .612 242
Xs .629  -.288 517
Xg J47 0 -294 192
Xy J74 491 315
X10 .889 138 -.244
X11 .620 216 -.669
X1z -.689 .635 -.005
Xi3 8563 -277 -.302

The distribution of the eight variables across the three factors is described in the Component
Matrix table. The table displays a numerical representation of the correlation value between variables
and the first, second, and third factors. To ensure that the variables are included in the first, second, and
third components, the factors must be rotated because some variables still have insignificant values.

Table 3. Rotated Component Matrix Output

Component
1 2 3
X3 .105 935 .246

Xs 171 372 -.118
Xg 142 289 .216
Xo 250 914 205
Xi0 .386 481 .699
X11 021 200 .915
X,, -883 .067 -.307
X3 .634 141 .688
The rotation of the component matrix resulted in Table 10, which shows that the distribution of

variables is clearer and more accurate than Table 9. The limiting number is 0.55. Variables that have a
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factor loading of less than 0.55 cannot be included in one of the components. The largest loading value
indicates that the variable is included in the first, second, or third component. The variables grouped
into three main components are listed in Table 11.

Table 11. Variable Grouping

Variable  Principal Component

X3 2
X5 1
Xg 1
Xo 2
X10 3
X11 3
X1z 2
X13 3

The following are the main factors influencing the poverty rate in districts and cities in West
Kalimantan.

1. Principal component 1, whose members are the variables :
a. Xs : Gross Participation Rate of SMP/MTs/Paket B
b. Xg: School Participation Rate of SMP/MTs/Paket B

2. Principal component 2, whose members are the variables :
a. X3 : Net Participation Rate of SMA/SMK/MA/Paket C
b. X4 : School Participation Rate of SMA/SMK/MA/Paket C
c. Xp, : Labor Force Participation Rate

3. Principal component 3, whose members are the variables :
a. Xjo: Expected Years of Schooling
b. X;; : Mean Years School
C. Xi3:Open Unemployment Rate

Tabel 4. Component Transformation Matrix Output

Component 1 2 3

1 .633 .552 543
2 -700 .708 .097
3 330 441 .834

The Component Transformation Matrix output shows that in the first component, the
correlation value is 0.633, in the second component, the correlation value is 0.708, and in the third
component, the correlation value is 0.834. It can be concluded that the components created can
summarize the thirteen variables studied because the correlation value of the three main components is
more than 0.5.

CONCLUSIONS AND RECOMMENDATIONS
Conclusion

The conclusions obtained from the Principal Component Analysis method that has been carried
out on thirteen selected variables that are thought to affect the poverty rate in districts/cities in West
Kalimantan are reduced to eight variables that form three main components. The first component
consists of two variables: the Gross Participation Rate of SMP/MTs/Paket B and the School
Participation Rate of SMP/MTs/Paket B. The second component consists of three variables: the Net
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Participation Rate of SMA/SMK/MA/Paket C, the School Participation Rate of SMA/SMK/MA/Paket
C, and the Labor Force Participation Rate. The third component consists of three variables: Expected
Years of Schooling, Mean Years School, and Open Unemployment Rate. These reduced variables have
a significant influence on the poverty rate in West Kalimantan. This is indicated by the total variance
value of 85.417%, which can explain the elements that form the eight variables. It can be concluded
that the resulting components can condense the thirteen variables studied because the correlation value
of the three main components is more than 0.5, so the resulting components are suitable for summarizing
the thirteen variables analyzed.

Recommendation
In this study, the data used are only a few variables that are thought to affect poverty in each

district/city. Improvement of this research can be made by adding other variables so that it can be more
complex in determining the factors affecting the poverty rate in each district/city in West Kalimantan.
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